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ABSTRACT

Children with Autism Spectrum Disorder (ASD) face several diffi-
culties in social communication. Hence, analyzing social interaction
can provide insight on their social and cognitive skills. In this paper,
we investigate the degree of engagement of children in interactions
with their parents. Features derived from both participants includ-
ing acoustic, linguistic and dialogue act features are explored. The
effect of visual cues is also investigated. We experimented on the
task of engagement detection using video-recorded sessions consist-
ing of interactions of typically developing (TD) and ASD children.
Results show that engagement is easier to predict for TD children
than for ASD children, and that the parent’s actions/movements are
better predictors of the child’s degree of engagement.

Index Terms: child engagement, engagement detection, autism
spectrum disorder

1. INTRODUCTION

Engagement has a central role in the analysis of task-oriented so-
cial interactions, conveying information that can be connected with
the behavioral and cognitive states of the participants. It can be de-
fined as the process that involves two or more partners who jointly
interact within a situational framework based on shared situation-
specific aspects (e.g., perception of the environment, common goal,
etc) [1]. The analysis of this process enables the better understand-
ing of the underlying communicative mechanisms, which in turn can
drive the design of relevant applications including multimedia ana-
lytics (e.g., speech analysis in human—human conversations [2]) and
agents equipped with social skills (e.g., social robotics [3]). The au-
tomatic detection of engagement based on multimodal features ex-
tracted from audio-visual recordings of such interactions is a chal-
lenging task for children due to the unpredictability of their atten-
tional patterns [4]. Individuals characterized by social communi-
cation impairments constitute an even more challenging user group
regarding the success of such computational approaches.

Autism Spectrum Disorder (ASD) is a neurodevelopmental dis-
order that disturbs the ability for social engagement, i.e., the devel-
opment of interpersonal sympathy and collaborative action [5, 6, 7].
At birth infants express a simple interest in others’ expressions,
while by the age of two months become more sensitive to the reci-
procity of emotions. Around three months, a typically developing
(TD) infant often shifts attention to an object. At nine months, in-
fants show a more pronounced interest in exploring specific emo-

tional reactions and relating them to external targets [8, 9]. At this
age an infant exhibits a new readiness to tune in with the intentions
and interests of a partner in joint exploration and use of objects. Re-
garding the aforementioned aspects of social engagement, children
with ASD demonstrate different degrees of deficits. Thus, identi-
fying impairments in the ability to respond to social cues revealing
different aspects of social engagement may allow the (early) distinc-
tion between young ASD and TD children [10, 11].

Features of speech prosody (rhythm, stress, and intonation) can
be utilized as communication cues for identifying social engagement
[12, 13]. It has been demonstrated that children with ASD exhibit
more difficulty in perceiving some aspects of pragmatic/affective in-
formation compared to TD children [14, 15]. Verbal Response La-
tency (VRL) is another indicator of autism in children, defined in
terms of response time in conversations. Long VRLs might occur
when a complex conversation is performed [16], while they are re-
lated with the cognitive state of the conversational partners [17]. In
[18], the degree of engagement for ASD children was investigated
using acoustic features revealing a high correlation between vocal
cues and engagement. In [19, 20], the ASD severity has been an-
alyzed in relation to vocal arousal and emotion dynamics. Instruc-
tional settings have been regarded as appropriate fields for the study
of engagement, which is a strong prerequisite for achieving several
educational goals. For example, in [21, 22] facial and other automat-
ically derived multimodal features were utilized for detecting the en-
gagement level of students in such environments, while the detection
results were found to be comparable to human observations.

This work extends previous approaches (e.g., [23]) that utilize
acoustic and linguistic data for modeling the degree of social en-
gagement in conversational interactions. Here, in addition to numer-
ous these features, we utilized a set of social signals dealing with
gaze and actions. Moreover, we adopted a psychologically-driven
scheme for mapping communication intents to engagement levels.
This scheme was applied over a newly created database of recorded
sessions dealing with the interaction between TD and ASD children
and their parents. We studied the relative performance of the afore-
mentioned features for the detection of child engagement in a sce-
nario according to which the parent had to convince his/her child to
play with a toy. A key assumption for the proposed approach is that
the engagement of child can be triggered and regulated by his/her
communicative partner (i.e., the parent). This assumption was inves-
tigated for both TD and ASD children.

The remainder of the paper is organized as follows. The data



collection and annotation process is described in Section 2, while
the feature extraction is presented in Section 3. The experimental
procedure along with the evaluation results are reported in Section
4. The conclusions of the present study are provided in Section 5.

2. DATASET

2.1. Video Recordings

A structured naturalistic procedure was decided to be the most ap-
propriate method for video recordings [24]. Recordings took place in
the child’s home, and were characterized as structured because the
introduction of certain situations by the psychologist did not leave
the dyad complete freedom in play activities. The structured natural-
istic method also ensured that all children would experience similar
situations. Parents were asked to play with their child as they would
normally do, introducing a toy (car) provided. Each session lasted
approximately 45 minutes. A high quality video camera was used
by an experienced psychologist so as to obtain high quality data for
analysis.

On each video recording, researchers located the points on the
footage where the parent uttered the word car and defined a frame-
work around the parent’s utterance called episode. An episode began
when either the parent or the child first looked or acted at the car and
ended when both the parent and the child shifted their attention from
the car. The average duration of an episode was 4.86 minutes. The
average duration of each episode for the ASD group was 5.99 min-
utes and for the TD group was 3.72 minutes. This difference was
not statistically significant (¢t = 1.11, p = 0.283). Microanalysis
within an episode consisted in noting the onset and offset of each
manifested behavior from every category. This analysis provided in-
formation on when the parent’s and child’s attention converged on
the car, the initiator and the responder of the interaction as well as
the type of ongoing interaction (e.g. solitary play, converging inter-
est or joint attention).

| [ASD [ TD [ ALL |

#utterances | 966 | 645 1611
#sessions 33 33 66
#children 9 8 17
#male 8 6 14
#female 1 2 3

Table 1. Dataset description.

Table 1 presents the dataset’s characteristics, namely, the num-
ber of parent’s utterances, sessions and children. The age of the TD
children ranged from 14 to 20 months, while the age of the ASD chil-
dren was from 30 to 80 months. All children were at the single-word
language development stage, while they were matched for visual-
spatial and fine motor abilities. The language of the dataset is Greek.

2.2. Data Labeling

One expert annotator' labeled the dataset using the ELAN software
[25] according to the following annotation types: 1) gaze at partner
and/or object, 2) action on object, 3) action on partner, 4) emotion,
and 5) transcription of utterances. The annotations were conducted
for both partners, i.e., parent and child.

Unterrater reliability was assessed with video-recorded data from a subset
of the sessions. Cohens kappa was 0.75 on average.

A subset of the aforementioned annotations (gaze, actions, and
emotions) was manually associated (see Table 2) by psychologists
with the following high-level categories of communication intent:

1. Solitary: behavior used to learn and explore the environment.

2. Converging Interest: two people express interest at the same
object but they do not communicate between them about that.

3. Regulatory: behavior used to influence the behavior of others.

4. Interpersonal: reflects the motive for companionship (no ob-
jects included in the interaction).

5. Interactional: reflects the motive to achieve a goal in collab-
oration with another person.

The above categories are based on the seminal work of M. Hal-
liday [26] aiming to encode the basic functions of language. These
functions are defined with respect to a communicative environment
where the development of child’s language take place (e.g., interac-
tion between parents and child). In addition, the experts assigned
a discrete value (or range of values) of engagement to each of the
aforementioned intent categories (see Table 2, where 0 denotes the
absence of engagement, while 8 corresponds to the highest engage-
ment degree).

For each recording, the aforementioned annotation types (i.e.,
gaze at object (Gaze), action of object (Obj.) and partner (Par.),
emotion (Em.)) were considered for those excerpts where the parent
was talking. The duration of an excerpt was determined by the start
and the end of the respective parent’s utterance, including /N seconds
after the end of the utterance (see Section 4.1).

For the creation of an evaluation dataset the following procedure
was followed. Each excerpt (parent utterance) was associated with
the child’s intent and engagement degree according to the coding
scheme presented in Table 2. This scheme applies to the child, i.e.,
the gaze and the actions of the child, as well as his/her emotional
state were used as cues for determining his/her intent and engage-
ment. For example, during an excerpt the child is assigned to en-
gagement degree 1 if he/she gazes at the partner and/or object, and
acts on the object. As it is shown in the same table, no excerpts were
associated with the Regulatory category that corresponds to engage-
ment degree 3. Also, 40 excerpts were assigned to two categories of
intent (and engagement degrees) due to ambiguity reasons.

[ Intent | Engage [ Gaze [ Obj. | Par. [ Em. [| #utt. |
Solitary 1 v v 167
Converging 2 v v 510
Regulatory 3 v v v 0
Interpersonal 4 v v v v 82
Interactional 5,6,7,8 v N v 69

[ Not-engaged [ 0 ] [ [ [ [ 784 ]

Table 2. Data annotations and intention/engagement labeling. Obj:
action on object, Par: action on partner, EM: emotion, #utt: number
of utterances

An example of parent utterances annotated with intent categories
and the associated engagement degrees is shown in Table 3. In the
second utterance, the parent says “The car, come.”, while the child
is holding/inspecting the specific object A screenshot from another
example is depicted in Figure 1 along with a plot showing the child’s
degree of engagement as a function of time. The highest engagement
degree (equal to 7) occurs at 300 sec, which corresponds to the In-
teractional intent category. At this time point, the child looks at the
parent and offers her the car.



| Transcription [ Gaze [ Ob;j. [ Par. [ Intent [ Engage

Do you want | LO HI

the car? What

do you want?
LO MaA | Comve-l 5
LO rging

The car, come. HI Intera- 6
LPE | OG ctional

Table 3. Intention and engagement labeling examples; LO: looking
at object, LPE: looking at partner’s eyes/face, HI: holding/inspecting
object, OG: offering/giving, MA: moving away.
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Fig. 1. Degree of engagement over time for one session. The exam-
ple video frame corresponds to the highest engagement degree.

In order to evaluate the human perception with respect to child
engagement two more annotators were employed. For a subset of
the dataset, the annotators’ task was to detect whether the child was
engaged or not (i.e., binary decision) by 1) only hearing the parent’s
utterance (audio only), and 2) only watching the parent’s movements
(video only). The inter annotator’s agreement was computed accord-
ing to the Cohen’s coefficient and it is presented in Table 4. The x
values indicate that the agreement for the audio-based detection is
poor, i.e., the engagement can not be detected via audio only. The
agreement regarding the video-based detection can be regarded as
fair. These observations are helpful for the validation of the experi-
mental results reported in Section 4.2.

D ASD
Modality Task Agree [ K Agree | K
Audio detection 0.42 -0.24 0.51 -0.02
Video detection 0.65 0.29 0.56 0.10

Table 4. Inter-annotator’s agreement wrt. engagement detection.

3. FEATURE EXTRACTION

In this section, we briefly describe various feature sets that are
used for the automatic detection of engagement. A synopsis of the
features is presented in Table 5. Linguistic features were extracted
for both parent and child, while the rest feature sets, i.e., audio,
video and affective text, were applied only on the parent’s utterances.

Audio - Duration

Acoustic Energy, Pitch, Probability of Voicing,
HNR, LPCs [1-10]

Duration Utterance duration, VAD

Text

Affective Arousal, Valence, Dominance

Linguistic #words, utterance repetition, #word
repetition, #oov

Video

Action-related [ Gaze, action on object/partner

Table 5. List of features.

Audio and duration features

Acoustic: In order to model the style and quality of speech a set of
frame-level features (low-level descriptors, LLDs) were extracted
in a fixed window size of 30 ms with a 10 ms frame update, using
the OpenSmile toolkit [27]. The proposed feature set contains the
following LLDs: energy, pitch, probability of voicing, harmonics
to noice ratio (HNR) and the first ten LPC coefficients. In order
to extract utterance-level features, the following functionals were
applied: extremes, moments and percentiles.

Duration: Children with ASD tend to respond after a longer period
of time compared to TD children. Hence, a voice activity detection
(VAD) feature either for the child (interpreted as response) or for the
parent is employed. In both cases the feature is binary and activated
only in the time window used for extracting the engagement labels.
Additionally, the parent’s speech duration is used.

Text features

Linguistic: Based on the assumption that speech is altered when
speaking to children with ASD, we created a set of linguistic
features using the transcribed utterances. These features include
the number of words per utterance, a binary feature taking value
1 when the utterance is repeated and O otherwise, and the number
of repeated words per utterance. Additionally, we observed that
parents tend to use baby-talk (motherese) speech to describe sounds,
for example the sound of a car. In order to recognize these words
we compared our lexicon, consisting of 1.200 words, with a Greek
vocabulary of approximately 300.000 words. Words that were not
found in the vocabulary were annotated as out-of-vocabulary (OOV)
and characterized as baby-speech.

Affective: The goal was to estimate the emotional content of the
transcribed speaker utterances. A word w can be characterized
regarding its affective content in a continuous space consisting of
three dimensions, namely, valence, arousal, and dominance. In
order to extract utterance-level ratings, the mean value of the ratings
of the constituent words is computed, using an affective lexicon.
Details about the lexicon can be found in [28].

Action-related video features: As action-related features, we refer



to the annotations regarding gaze and actions on objects/partner. Al-
though these features were manually derived, they were included in
the experimental features in order to investigate their role in engage-
ment prediction. A detailed description of the annotations and their
labels can be found in [24]. Information such as movements away or
towards a person/object, gaze direction and symbolic or functional
play are included.

4. EXPERIMENTS & EVALUATION

4.1. Experimental Procedure

The goal is to detect the child’s engagement for each of the record-
ing excerpts described in Section 2.2. The detection was considered
as a binary classification problem, i.e., engaged vs. non-engaged.
The excerpts annotated with non-zero degrees of engagement (see
Table 2) were mapped to the engaged class, while the non-engaged
class was assigned to the rest excerpts. Regarding the duration of the
excerpts, the N parameter (i.e., the time that follows the end of the
parents’ utterances) was set to 1 sec.

For the experimental procedure, we adopted a leave-one-child-
out scheme, i.e., testing over the data that refer to one child, while the
training was performed using the data dealing with the rest children.
For the experiments an SVM classifier with polynomial kernel from
the Weka toolkit [29] is used. The classifiers were trained using the
list of features presented in Table 5. Additionally, a forward selection
algorithm was applied on the acoustic feature set. As fusion we used
the concatenation of the different features sets.

4.2. Evaluation Results

The unweighted average classification accuracy (UA) and the un-
weighted average recall (UR) were used as evaluation metrics. The
evaluation results for all features sets, as well as their fusion are pre-
sented in Table 6 for both parent’s and child’s features, Also, we
report the baseline performance that corresponds to a majority class
classifier that assigns each test sample to the majority class.

UA (%) UR
TD [ASD TD [ASD
Majority class baseline [ 56.7 [ 52.2 [ 0.50 [ 0.50
Parent’s features

Acoustic 47.6 | 47.1 | 046 | 0.50
Duration 56.6 | 46.8 | 044 | 047
Linguistic 569 | 50.7 | 0.55 | 0.51
Text Affective 504 | 463 | 0.49 | 0.50
Actions 614 | 53.0 | 0.62 | 0.59
Child’s features

Linguistic [ 49.2 [ 44.7 [ 0.52 [ 0.48
Fusion

All features [ 63.3 [ 53.9 [ 0.64 [ 0.57

Table 6. Classification accuracy (UA) and unweighted recall (UR)
results for the engagement vs. no-engagement task.

We observe that the best results (0.64 and 0.57 UR, and 63.3
and 53.9 UA for TD and ASD children, respectively) are achieved
when fusing all feature types, which also exceed the majority class
baseline. Regarding the individual feature types, the highest perfor-
mance is observed for the action-related features yielding 0.62 and

0.59 UR for TD and ASD, respectively. This agrees with the val-
idation study presented in Section 2.2, where the engagement was
detected manually using audio- and video-based cues. The linguis-
tic features, extracted from the parent’s transcribed utterances, also
achieve good performance (0.55 and 0.51 UR for TD and ASD, re-
spectively)

Regarding the acoustic and duration feature sets, our expectation
was that the parent’s prosody could be a discriminative feature for
the two engagement classes. However, this was not met. A manual
data inspection revealed that the parents tend to speak motherese
regardless of the child’s degree of engagement. This is related to the
fact that the the sessions were recorded between children and their
parents instead of a psychologist. We believe that psychologists are
inclined to use more strategic and less affective speech compared to
parents.

Overall, the results indicate that the detection of engagement
for TD children is more accurate compared to the case of of ASD
children.

4.3. Feature Analysis

Also, we studied the relation between two basic features and the
child’s engagement. As basic features the following ones were used:
presence of child’s/parent’s speech (VAD), and presence of repeti-
tions in the parent’s speech. The Pearson’s correlation coefficient
was computed between those features and child’s engagement (see
Table 7).

| | Child VAD | Parent repetition | Parent VAD |

TD 0.18 0.06 0.12
ASD 0.11 0.03 0.09

Table 7. Pearson correlation between the engagement labels and the
VAD and repetition features.

Interestingly, the highest correlation is observed for the case of
child’s speech (Child VAD) despite the fact that the children who
participated in this work were in the single-word language develop-
ment stage. This observation holds for both TD and ASD children.

5. CONCLUSIONS

We investigated the engagement of TD and ASD children in ses-
sions with their parents and focused on the utterance-level engage-
ment classification task. We used feature sets from different modal-
ities, namely audio, text and video, extracted mostly from the par-
ent’s utterances rather than the child’s. Our results suggest that the
child’s engagement can be predicted by analyzing the parent’s be-
havior only with moderate accuracy. Prediction accuracy was higher
to TD rather than ASD children. Video-related and lexical features
from the parent’s transcribed utterances were the most informative,
while acoustic features performed poorly. We expected children’s
speech to be more correlated with the child’s engagement level, how-
ever most of the children used non-vocal cues or reacted to the task’s
needs with movements and gazing. In future work, more features
will be investigated and alternative machine learning algorithms will
be evaluated for engagement prediction. The action-related features
as well as the transcribed utterances will be automatically extracted
using machine learning algorithms..
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